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# Libraries  
library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(car)

## Loading required package: carData

##   
## Attaching package: 'car'

## The following object is masked from 'package:dplyr':  
##   
## recode

library(effects)

## lattice theme set by effectsTheme()  
## See ?effectsTheme for details.

library(tidyverse)

## ── Attaching packages  
## ───────────────────────────────────────  
## tidyverse 1.3.2 ──

## ✔ ggplot2 3.3.6 ✔ purrr 0.3.4  
## ✔ tibble 3.1.8 ✔ stringr 1.4.1  
## ✔ tidyr 1.2.0 ✔ forcats 0.5.2  
## ✔ readr 2.1.2   
## ── Conflicts ────────────────────────────────────────── tidyverse\_conflicts() ──  
## ✖ dplyr::filter() masks stats::filter()  
## ✖ dplyr::lag() masks stats::lag()  
## ✖ car::recode() masks dplyr::recode()  
## ✖ purrr::some() masks car::some()

library(MASS)

##   
## Attaching package: 'MASS'  
##   
## The following object is masked from 'package:dplyr':  
##   
## select

library(leaps)  
library(sandwich)  
library(lmtest)

## Loading required package: zoo  
##   
## Attaching package: 'zoo'  
##   
## The following objects are masked from 'package:base':  
##   
## as.Date, as.Date.numeric

library(caret)

## Loading required package: lattice  
##   
## Attaching package: 'caret'  
##   
## The following object is masked from 'package:purrr':  
##   
## lift

library(ggplot2)

Laden data

# setwd("~/Documents/Data-Science-Business-Analytics/Data")  
setwd("~/Data-Science-Business-Analytics/Data")  
college\_statistics <- read.csv("college\_statistics.csv", header = TRUE, strip.white = TRUE, stringsAsFactors = FALSE, na.strings = c("NA", "") )  
# Rownames vullen met inhoud van de eerste kolom  
rownames(college\_statistics) <- college\_statistics[,1]  
# Verwijder eerste kolom  
college\_statistics <- college\_statistics[,-1]

# 6. Maak een model om de factoren te vinden die bijdragen aan een hoog “slagingssucces”.

6 (a) Definieer een nieuwe variabele die 1 als het slagingspercentage groter is dan 60% en 0 als dat niet zo is.

Graduation rate cannot be higher than 100, therefore we must drop this observation

summary(college\_statistics$Grad.Rate)

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 10.00 53.00 65.00 65.46 78.00 118.00

We use mutate to create a dummy variable and a case when to set the conditions for this variable.

df <- college\_statistics %>%  
 filter(!Grad.Rate>100) %>%   
 mutate(gr\_dummy = case\_when(Grad.Rate > 60 ~ 1, Grad.Rate <=60 ~ 0))

Make this a factor variable

df$gr\_dummy <- as.factor(df$gr\_dummy)

6 (b) Deel de data opnieuw op in een estimation en een test sample.

We set the seed so results can be replicated.

set.seed(123)

take the sample for the training data set, we use the same sample size as in previous questions

train\_ind <- sample(seq\_len(nrow(df)), size=600)

college\_statistics\_est <- df[train\_ind,] # estimation set  
college\_statistics\_test <- df[-train\_ind,] # test set

6 c) Maak mbv. de estimation data een logit model om de slagingssucces variabele te verklaren. Denk hierbij goed na over transformaties van je variabelen. Bij- voorbeeld heeft het zin om het aantal applicaties, aantal acceptaties, en het aantal enrollments in hetzelfde model op te nemen? Of kunnen sommige van deze variabelen beter als percentages opgenomen worden?

First, we model without any transformations

fit1 <- glm(gr\_dummy ~ Private + Apps + Accept + Enroll + Top10perc + Top25perc + F.Undergrad + P.Undergrad + Outstate + Room.Board + Books + Personal + PhD + Terminal + S.F.Ratio + perc.alumni + Expend ,family = binomial(link=logit), data = college\_statistics\_est)

summary(fit1)

##   
## Call:  
## glm(formula = gr\_dummy ~ Private + Apps + Accept + Enroll + Top10perc +   
## Top25perc + F.Undergrad + P.Undergrad + Outstate + Room.Board +   
## Books + Personal + PhD + Terminal + S.F.Ratio + perc.alumni +   
## Expend, family = binomial(link = logit), data = college\_statistics\_est)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.7202 -0.6983 0.2458 0.6467 2.6117   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -5.831e+00 1.178e+00 -4.951 7.38e-07 \*\*\*  
## PrivateYes 1.312e+00 4.308e-01 3.045 0.00232 \*\*   
## Apps 2.082e-04 1.744e-04 1.193 0.23271   
## Accept 2.184e-05 3.168e-04 0.069 0.94505   
## Enroll 8.903e-04 6.247e-04 1.425 0.15412   
## Top10perc -5.666e-03 2.128e-02 -0.266 0.79004   
## Top25perc 3.792e-02 1.534e-02 2.471 0.01347 \*   
## F.Undergrad -1.794e-04 1.008e-04 -1.781 0.07494 .   
## P.Undergrad -1.829e-04 1.276e-04 -1.434 0.15157   
## Outstate 1.545e-04 6.050e-05 2.554 0.01064 \*   
## Room.Board 4.571e-04 1.540e-04 2.969 0.00299 \*\*   
## Books -1.525e-03 7.173e-04 -2.126 0.03351 \*   
## Personal -1.414e-04 1.739e-04 -0.813 0.41616   
## PhD 1.155e-02 1.262e-02 0.916 0.35989   
## Terminal 7.401e-03 1.375e-02 0.538 0.59039   
## S.F.Ratio -1.911e-02 3.650e-02 -0.524 0.60062   
## perc.alumni 2.639e-02 1.245e-02 2.119 0.03405 \*   
## Expend -1.123e-04 3.942e-05 -2.849 0.00438 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 800.68 on 599 degrees of freedom  
## Residual deviance: 514.78 on 582 degrees of freedom  
## AIC: 550.78  
##   
## Number of Fisher Scoring iterations: 6

vif(fit1)

## Private Apps Accept Enroll Top10perc Top25perc   
## 3.031586 20.257760 31.675250 20.604430 5.660222 5.104667   
## F.Undergrad P.Undergrad Outstate Room.Board Books Personal   
## 16.947964 1.941025 2.555122 1.609576 1.144622 1.224818   
## PhD Terminal S.F.Ratio perc.alumni Expend   
## 3.159052 3.075968 1.682702 1.372230 2.176333

We see that Apps, Accept and enroll have vif values of 20+(this makes sense, there’s obviously some multicolineairity at play here). Let’s do some transformations on Enroll and Accept to mitigate this.

For both the test and estimation dataframe we calculate the percentage of students that applied and got accepted and the percentage of students enrolled vs. the ones that got accepted.

college\_statistics\_est <- college\_statistics\_est %>% mutate(acc\_rate = Accept/Apps,   
 enroll\_rate = Enroll/Accept) # accepted and actually enrolled  
college\_statistics\_test <- college\_statistics\_test %>% mutate(acc\_rate = Accept/Apps,   
 enroll\_rate = Enroll/Accept)

Let do some modeling on these transformed variables.

fit2 <- glm(gr\_dummy ~ Private + Apps + acc\_rate + enroll\_rate + Top10perc + Top25perc + F.Undergrad + P.Undergrad + Outstate + Room.Board + Books + Personal + PhD + Terminal + S.F.Ratio + perc.alumni + Expend ,family = binomial(link=logit), data = college\_statistics\_est)  
summary(fit2)

##   
## Call:  
## glm(formula = gr\_dummy ~ Private + Apps + acc\_rate + enroll\_rate +   
## Top10perc + Top25perc + F.Undergrad + P.Undergrad + Outstate +   
## Room.Board + Books + Personal + PhD + Terminal + S.F.Ratio +   
## perc.alumni + Expend, family = binomial(link = logit), data = college\_statistics\_est)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.6657 -0.6532 0.2452 0.6557 2.5730   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -5.014e+00 1.667e+00 -3.008 0.00263 \*\*  
## PrivateYes 1.320e+00 4.265e-01 3.094 0.00197 \*\*  
## Apps 2.454e-04 1.139e-04 2.155 0.03116 \*   
## acc\_rate -6.182e-01 1.071e+00 -0.577 0.56383   
## enroll\_rate -1.195e-01 1.048e+00 -0.114 0.90923   
## Top10perc 1.312e-04 2.077e-02 0.006 0.99496   
## Top25perc 3.216e-02 1.501e-02 2.143 0.03212 \*   
## F.Undergrad -3.226e-05 7.446e-05 -0.433 0.66487   
## P.Undergrad -2.026e-04 1.293e-04 -1.567 0.11723   
## Outstate 1.651e-04 6.090e-05 2.711 0.00671 \*\*  
## Room.Board 4.076e-04 1.545e-04 2.639 0.00832 \*\*  
## Books -1.539e-03 7.246e-04 -2.124 0.03364 \*   
## Personal -1.094e-04 1.730e-04 -0.633 0.52691   
## PhD 1.144e-02 1.267e-02 0.903 0.36644   
## Terminal 7.693e-03 1.373e-02 0.561 0.57513   
## S.F.Ratio -2.070e-02 3.658e-02 -0.566 0.57159   
## perc.alumni 2.898e-02 1.238e-02 2.342 0.01921 \*   
## Expend -1.173e-04 3.966e-05 -2.957 0.00311 \*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 800.68 on 599 degrees of freedom  
## Residual deviance: 517.23 on 582 degrees of freedom  
## AIC: 553.23  
##   
## Number of Fisher Scoring iterations: 6

vif(fit2)

## Private Apps acc\_rate enroll\_rate Top10perc Top25perc   
## 2.971695 8.894722 1.533619 1.615540 5.321280 4.910031   
## F.Undergrad P.Undergrad Outstate Room.Board Books Personal   
## 9.602901 1.968720 2.558344 1.635465 1.157528 1.220361   
## PhD Terminal S.F.Ratio perc.alumni Expend   
## 3.205071 3.082206 1.707379 1.348657 2.165162

We observe a significant decrease of the VIF for these variables. Let’s move on to the next question and do some variable selection. This model contains too many variables.

6 (d) Gebruik wederom backward selection om het aantal verklarende variabelen te verkleinen.

We use backward selection, the code is as follows.

backresults <- stepAIC(fit2, direction = "backward")

## Start: AIC=553.23  
## gr\_dummy ~ Private + Apps + acc\_rate + enroll\_rate + Top10perc +   
## Top25perc + F.Undergrad + P.Undergrad + Outstate + Room.Board +   
## Books + Personal + PhD + Terminal + S.F.Ratio + perc.alumni +   
## Expend  
##   
## Df Deviance AIC  
## - Top10perc 1 517.23 551.23  
## - enroll\_rate 1 517.24 551.24  
## - F.Undergrad 1 517.42 551.42  
## - Terminal 1 517.54 551.54  
## - S.F.Ratio 1 517.55 551.55  
## - acc\_rate 1 517.56 551.56  
## - Personal 1 517.63 551.63  
## - PhD 1 518.05 552.05  
## <none> 517.23 553.23  
## - P.Undergrad 1 520.84 554.84  
## - Top25perc 1 521.88 555.88  
## - Books 1 522.03 556.03  
## - Apps 1 522.72 556.72  
## - perc.alumni 1 522.78 556.78  
## - Room.Board 1 524.51 558.51  
## - Outstate 1 524.96 558.96  
## - Expend 1 525.39 559.39  
## - Private 1 527.32 561.32  
##   
## Step: AIC=551.23  
## gr\_dummy ~ Private + Apps + acc\_rate + enroll\_rate + Top25perc +   
## F.Undergrad + P.Undergrad + Outstate + Room.Board + Books +   
## Personal + PhD + Terminal + S.F.Ratio + perc.alumni + Expend  
##   
## Df Deviance AIC  
## - enroll\_rate 1 517.24 549.24  
## - F.Undergrad 1 517.42 549.42  
## - Terminal 1 517.55 549.55  
## - S.F.Ratio 1 517.55 549.55  
## - acc\_rate 1 517.56 549.56  
## - Personal 1 517.63 549.63  
## - PhD 1 518.07 550.07  
## <none> 517.23 551.23  
## - P.Undergrad 1 520.85 552.85  
## - Books 1 522.03 554.03  
## - Apps 1 522.76 554.76  
## - perc.alumni 1 522.79 554.79  
## - Room.Board 1 524.51 556.51  
## - Outstate 1 524.97 556.97  
## - Expend 1 525.69 557.69  
## - Private 1 527.52 559.52  
## - Top25perc 1 533.33 565.33  
##   
## Step: AIC=549.24  
## gr\_dummy ~ Private + Apps + acc\_rate + Top25perc + F.Undergrad +   
## P.Undergrad + Outstate + Room.Board + Books + Personal +   
## PhD + Terminal + S.F.Ratio + perc.alumni + Expend  
##   
## Df Deviance AIC  
## - F.Undergrad 1 517.52 547.52  
## - Terminal 1 517.56 547.56  
## - acc\_rate 1 517.56 547.56  
## - S.F.Ratio 1 517.58 547.58  
## - Personal 1 517.64 547.64  
## - PhD 1 518.10 548.10  
## <none> 517.24 549.24  
## - P.Undergrad 1 520.87 550.87  
## - Books 1 522.06 552.06  
## - perc.alumni 1 522.80 552.80  
## - Apps 1 524.78 554.78  
## - Room.Board 1 524.87 554.87  
## - Outstate 1 525.19 555.19  
## - Expend 1 525.77 555.77  
## - Private 1 527.53 557.53  
## - Top25perc 1 533.38 563.38  
##   
## Step: AIC=547.52  
## gr\_dummy ~ Private + Apps + acc\_rate + Top25perc + P.Undergrad +   
## Outstate + Room.Board + Books + Personal + PhD + Terminal +   
## S.F.Ratio + perc.alumni + Expend  
##   
## Df Deviance AIC  
## - Terminal 1 517.81 545.81  
## - S.F.Ratio 1 517.93 545.93  
## - Personal 1 517.97 545.97  
## - acc\_rate 1 518.18 546.18  
## - PhD 1 518.40 546.40  
## <none> 517.52 547.52  
## - Books 1 522.47 550.47  
## - P.Undergrad 1 522.75 550.75  
## - perc.alumni 1 522.93 550.93  
## - Outstate 1 525.72 553.72  
## - Room.Board 1 525.73 553.73  
## - Expend 1 526.10 554.10  
## - Private 1 528.59 556.59  
## - Apps 1 532.98 560.98  
## - Top25perc 1 533.39 561.39  
##   
## Step: AIC=545.81  
## gr\_dummy ~ Private + Apps + acc\_rate + Top25perc + P.Undergrad +   
## Outstate + Room.Board + Books + Personal + PhD + S.F.Ratio +   
## perc.alumni + Expend  
##   
## Df Deviance AIC  
## - S.F.Ratio 1 518.22 544.22  
## - Personal 1 518.25 544.25  
## - acc\_rate 1 518.48 544.48  
## <none> 517.81 545.81  
## - PhD 1 521.15 547.15  
## - Books 1 522.50 548.50  
## - P.Undergrad 1 522.98 548.98  
## - perc.alumni 1 523.44 549.44  
## - Outstate 1 526.18 552.18  
## - Expend 1 526.19 552.19  
## - Room.Board 1 526.72 552.72  
## - Private 1 528.62 554.62  
## - Apps 1 533.24 559.24  
## - Top25perc 1 533.83 559.83  
##   
## Step: AIC=544.22  
## gr\_dummy ~ Private + Apps + acc\_rate + Top25perc + P.Undergrad +   
## Outstate + Room.Board + Books + Personal + PhD + perc.alumni +   
## Expend  
##   
## Df Deviance AIC  
## - Personal 1 518.58 542.58  
## - acc\_rate 1 518.82 542.82  
## <none> 518.22 544.22  
## - PhD 1 521.40 545.40  
## - Books 1 523.04 547.04  
## - P.Undergrad 1 523.39 547.39  
## - perc.alumni 1 524.24 548.24  
## - Expend 1 526.35 550.35  
## - Outstate 1 526.87 550.87  
## - Room.Board 1 527.15 551.15  
## - Private 1 529.71 553.71  
## - Apps 1 533.24 557.24  
## - Top25perc 1 534.53 558.53  
##   
## Step: AIC=542.58  
## gr\_dummy ~ Private + Apps + acc\_rate + Top25perc + P.Undergrad +   
## Outstate + Room.Board + Books + PhD + perc.alumni + Expend  
##   
## Df Deviance AIC  
## - acc\_rate 1 519.31 541.31  
## <none> 518.58 542.58  
## - PhD 1 521.71 543.71  
## - Books 1 524.23 546.23  
## - P.Undergrad 1 524.31 546.31  
## - perc.alumni 1 525.04 547.04  
## - Expend 1 527.14 549.14  
## - Outstate 1 527.73 549.73  
## - Room.Board 1 527.78 549.78  
## - Private 1 530.18 552.18  
## - Apps 1 533.54 555.54  
## - Top25perc 1 534.76 556.76  
##   
## Step: AIC=541.31  
## gr\_dummy ~ Private + Apps + Top25perc + P.Undergrad + Outstate +   
## Room.Board + Books + PhD + perc.alumni + Expend  
##   
## Df Deviance AIC  
## <none> 519.31 541.31  
## - PhD 1 522.47 542.47  
## - Books 1 524.69 544.69  
## - P.Undergrad 1 525.48 545.48  
## - perc.alumni 1 525.49 545.49  
## - Expend 1 527.72 547.72  
## - Outstate 1 527.81 547.81  
## - Room.Board 1 529.96 549.96  
## - Private 1 530.74 550.74  
## - Apps 1 535.63 555.63  
## - Top25perc 1 537.46 557.46

We record the best model selected by the backwards method. This line takes the model specification as ‘code’

backmodel <- backresults$call  
backmodel

## glm(formula = gr\_dummy ~ Private + Apps + Top25perc + P.Undergrad +   
## Outstate + Room.Board + Books + PhD + perc.alumni + Expend,   
## family = binomial(link = logit), data = college\_statistics\_est)

# This line evaluates the 'code' of the model  
backmodel <- eval(backmodel)  
summary(backmodel)

##   
## Call:  
## glm(formula = gr\_dummy ~ Private + Apps + Top25perc + P.Undergrad +   
## Outstate + Room.Board + Books + PhD + perc.alumni + Expend,   
## family = binomial(link = logit), data = college\_statistics\_est)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.6744 -0.6554 0.2599 0.6648 2.5036   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -6.091e+00 8.195e-01 -7.432 1.07e-13 \*\*\*  
## PrivateYes 1.350e+00 4.107e-01 3.288 0.001010 \*\*   
## Apps 2.120e-04 6.007e-05 3.528 0.000418 \*\*\*  
## Top25perc 3.316e-02 8.041e-03 4.125 3.71e-05 \*\*\*  
## P.Undergrad -2.521e-04 1.243e-04 -2.028 0.042580 \*   
## Outstate 1.652e-04 5.803e-05 2.846 0.004426 \*\*   
## Room.Board 4.646e-04 1.461e-04 3.179 0.001475 \*\*   
## Books -1.589e-03 7.018e-04 -2.264 0.023584 \*   
## PhD 1.580e-02 8.937e-03 1.768 0.077011 .   
## perc.alumni 2.987e-02 1.213e-02 2.462 0.013801 \*   
## Expend -1.057e-04 3.390e-05 -3.116 0.001830 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 800.68 on 599 degrees of freedom  
## Residual deviance: 519.31 on 589 degrees of freedom  
## AIC: 541.31  
##   
## Number of Fisher Scoring iterations: 5

Assign this model to ‘fit2’.

fit2 <- backmodel

summary(fit2)

##   
## Call:  
## glm(formula = gr\_dummy ~ Private + Apps + Top25perc + P.Undergrad +   
## Outstate + Room.Board + Books + PhD + perc.alumni + Expend,   
## family = binomial(link = logit), data = college\_statistics\_est)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.6744 -0.6554 0.2599 0.6648 2.5036   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -6.091e+00 8.195e-01 -7.432 1.07e-13 \*\*\*  
## PrivateYes 1.350e+00 4.107e-01 3.288 0.001010 \*\*   
## Apps 2.120e-04 6.007e-05 3.528 0.000418 \*\*\*  
## Top25perc 3.316e-02 8.041e-03 4.125 3.71e-05 \*\*\*  
## P.Undergrad -2.521e-04 1.243e-04 -2.028 0.042580 \*   
## Outstate 1.652e-04 5.803e-05 2.846 0.004426 \*\*   
## Room.Board 4.646e-04 1.461e-04 3.179 0.001475 \*\*   
## Books -1.589e-03 7.018e-04 -2.264 0.023584 \*   
## PhD 1.580e-02 8.937e-03 1.768 0.077011 .   
## perc.alumni 2.987e-02 1.213e-02 2.462 0.013801 \*   
## Expend -1.057e-04 3.390e-05 -3.116 0.001830 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 800.68 on 599 degrees of freedom  
## Residual deviance: 519.31 on 589 degrees of freedom  
## AIC: 541.31  
##   
## Number of Fisher Scoring iterations: 5

vif(fit2)

## Private Apps Top25perc P.Undergrad Outstate Room.Board   
## 2.765426 2.477885 1.418699 1.666015 2.368552 1.462017   
## Books PhD perc.alumni Expend   
## 1.069698 1.604762 1.309924 1.636877

None of the vif values are larger than 4 (rule of thumb), thus no multicolinearity.

Lastly to get a better feel for the model and its coefficients we can use the effects package to get ceteris paribus plots

plot(predictorEffects(fit2))

![](data:image/png;base64,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)

6 (e) Welke variabelen hebben uiteindelijk een significante invloed?

Private, Apps, Top25perc, P.Undergrad, Outstate, Room.Board, Books, perc.alumni and Expend are significant at the 5 percent level. The variables have a significant effect.

6 (f) Bereken het percentage goed voorspelde scholen zowel voor de estimation sample als voor de test sample (maak eerst voorspellingen voor beide datasets en gebruik daarna bijvoorbeeld de functie confusionMatrix()).

Let’s get to the fun stuff and do some predictions on the estimation (training) dataset and the test set we made.

college\_statistics\_test$predict <- predict(fit2, newdata = college\_statistics\_test)  
college\_statistics\_est$predict <- predict(fit2, newdata = college\_statistics\_est)

We need to convert the predictions to 0’s and 1’s.

college\_statistics\_test <- college\_statistics\_test %>%   
 mutate(predict2 = case\_when(predict >= 0.5 ~ 1,predict < 0.5 ~ 0))   
  
college\_statistics\_est <- college\_statistics\_est %>%   
 mutate(predict2 = case\_when(predict >= 0.5 ~ 1,predict < 0.5 ~ 0))

Let’s take a look at our predictions vs. the actual values using a confusion matrix.

confusionMatrix(college\_statistics\_test$gr\_dummy, as.factor(college\_statistics\_test$predict2))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 48 23  
## 1 27 78  
##   
## Accuracy : 0.7159   
## 95% CI : (0.6432, 0.7812)  
## No Information Rate : 0.5739   
## P-Value [Acc > NIR] : 6.924e-05   
##   
## Kappa : 0.4151   
##   
## Mcnemar's Test P-Value : 0.6714   
##   
## Sensitivity : 0.6400   
## Specificity : 0.7723   
## Pos Pred Value : 0.6761   
## Neg Pred Value : 0.7429   
## Prevalence : 0.4261   
## Detection Rate : 0.2727   
## Detection Prevalence : 0.4034   
## Balanced Accuracy : 0.7061   
##   
## 'Positive' Class : 0   
##

The accuracy of this model on the test data sits at around 72%. So, to answer the question, the model predicted the correct value (0 or 1) in 72% of the observations.

confusionMatrix(college\_statistics\_est$gr\_dummy, as.factor(college\_statistics\_est$predict2))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 189 43  
## 1 88 280  
##   
## Accuracy : 0.7817   
## 95% CI : (0.7464, 0.8141)  
## No Information Rate : 0.5383   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.5556   
##   
## Mcnemar's Test P-Value : 0.0001209   
##   
## Sensitivity : 0.6823   
## Specificity : 0.8669   
## Pos Pred Value : 0.8147   
## Neg Pred Value : 0.7609   
## Prevalence : 0.4617   
## Detection Rate : 0.3150   
## Detection Prevalence : 0.3867   
## Balanced Accuracy : 0.7746   
##   
## 'Positive' Class : 0   
##

The accuracy of this model on the estimation data sits at around 78%. So, to answer the question, the model predicted the correct value (0 or 1) in 78% of the observations. This is higher than on the test data, for obvious reasons(we used this data to train our model.)